ECON 5350 Solutions to the Midterm Exam — Fall 2017

1. Probability and Statistics (50 pts). Let X have a Pareto cdf where F(x;0) =1—(1/x)? forx > 1

and zero elsewhere; 6 > 3.

(a) Find the pdf for X, f(x), and verify it is a valid pdf.

Solution. The pdf is
dF
f(z) = d(x) =0z~ for z > 1
x

and zero otherwise. Integrating f(z) over the range x > 1 gives
> _ > 0 —(6+1) -0 1 —01jc0  __
| fw)r= [0 = o), = 1

(b) Find the mean and variance of X.

Solution. The mean is given by

uXE(X)/IOOHmodm (931).

To calculate the variance, first find

E(XZ):/1 0z dy = (DR

The variance is then

7 = var(X) = BOX) = BX)* = Gy

(c) Let @ = 4. Find the pdf for Y = X2, g(y). Find the mean of Y and verify that g(y) is a valid
pdf.

Solution. Using the change-of-variable technique, X = /Y and J = 0.5Y =%, The pdf is
gly) =4y >2(0.5y~ %) =2y for y > 1
and zero otherwise. The mean of Y is given by

(oo}
EY)= /1 2y 2dy = —2y~* ye1 = 2.



Integrating g(y) over the range y > 1 gives

/ 9(y)dy = / 2y Pdy = —y 72, = 1.
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(d) Outline two different procedures for estimating 6 from a random sample {X7, X3, ..., Xp, }.
Solution. The first is the method of moments. Since there is only one unknown parameter,
only one moment is needed. Set the estimated mean X equal to the population mean from part
(b); then solve for #. A second possibility is maximum likelihood. Use f(z) from part (a)
and independence to form the likelihood function (joint probability). Then choose the 6 that
maximizes the likelihood function.

(e) Find the pdf for the smallest value from a random sample of size n = 2, {X;, X5 }.

The pdf for the first-order statistic when n = 2 is

fily) = n(@Q—Fy)" " fy) =2(1— F(n))f(n)

= 27 %0y; 0T = 20y 30D 4 > 1

and zero otherwise.

2. Classical Linear Regression Model (50 pts). Consider the following model: Y; = 3, + 85X, +¢;

fori=1,...,n

(a) Without using matrices, derive the least squares estimator for the intercept, 3.

Solution. The least squares objective is

min Zz 1 i = Zz_l(}/i - b1 - bQXi)2.

The first-order condition for the intercept is

oy " e; n - >
%Tfll__QZl_ (YVi—b —0X;)=0=0b =Y — b X.

(b) Without using matrices, derive the least squares estimator for the slope, (5.

Solution. The first-order condition for the intercept is

S (Y = V(X = X)
YL (X - X)?

0
L——2Z 1 —bl—bQX)Xi:O:>b2:

(¢) Show that b; and be are unbiased, make sure to highlight only the necessary Classical assumptions

as you go.



Solution. To show b is unbiased, we find

B = B(Y) - E(b)X
E(B1 + B X +6) — X

= ﬁ1~

To show by is unbiased, we find

pony - 5[ DE )]

Z?:l(Xi - X)z

B Z’L_l(;—X)?E {2;1 (Ba(Xi: — X)? + (e: — €)(X; —X))}
1 n ) B
SR >ias s sl PSR LICRRS]

= b,

Each proof requires that X is fixed in repeated sampling and the errors are mean zero.
(d) Now consider the alternative model Y; = 8; + $5X2; + 53 X3; + €;, where X, = X3 =0 and
corr(Xa;, X3;) = 0. Use matrix algebra to find the least squares estimates of 81, 85 and 5.

Solution. The least squares estimate is

b1 n 0 0 ny
a3, 0 > T2Yi

0 a3, > T3Yi
n 0 0 ny Y
= 0 1/ =3 0 Swy | = | Ywayi/ Yk,
0 0 /> 22, > T3y > wsiyi/ Y a3
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(e) Assume the model in part (d) is the true population regression model, but you mistakenly estimate
the following model: Y; = 8, + 5 X9; +¢€;. Is the OLS estimate of 3, biased or unbiased? Defend

your answer.



Solution. Unbiased. The expectation of by is

E(by) = E [Z?—l(yi —Y)(Xoi — XQ)}

Yo (Xa — Xo)?

1 n
mE {Zizl (B2X3; + B3 X0i X3i + (€; — E)(XQi)):|
1 n B
= /82 + mE {Zi:l(ei — 6)(X22)]

= B



